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ABSTRACT

This paper presents an algorithm for unification of meta-expressions of higher-order lambda calculi with recursive bindings. The meta-language uses higher-order abstract syntax. Besides usual unification variables for expressions and term variables, there are context-variables for generalized shapes of contexts, environment variables for sets of bindings, and (flexible) chain-variables as they, for instance, occur in formal descriptions of the operational semantics of lazy functional programming languages with shared environments. To exclude solutions with unintend scoping, the algorithm takes advantage of so-called non-capture constraints. The expressiveness of the meta-language comprises reduction contexts to support reasoning on program evaluation under reduction strategies. The non-deterministic unification algorithm runs in polynomial time provided certain restrictions on the number of occurrences of unification variables hold. The deterministic version of the algorithm will output a finite and concise set of representatives of all solutions. Results on an implementation of the algorithm are presented. The experiments focus on computing critical pairs of equations from program calculi modelling lazy functional languages which support the reasoning on the correctness of program transformations.

1. INTRODUCTION

Motivation. The development of deductive techniques to reason about programs and their semantics is an important topic, since it supports the correct construction of programs in programming languages and software systems. For instance, those techniques may be applied in the compilation of programs to built smart and correct compilers, but also in verification of programs where correct reasoning on programs is an indispensable requirement.

We are in particular interested in lazy functional programming languages like Haskell, since – due to the declarative programming paradigm – the result of a program is specified, but not the exact sequence of computations. This opens options for optimizations, since these languages have a large set of correct program transformations. The semantics of lazy functional programming languages can be modeled by extended lambda calculi with a call-by-need operational semantics (see e.g. [2, 1, 21, 20]). Such a calculus consists of the syntax of the language and a formal description of the operational semantics which e.g. may be defined as a small-step, or a big-step reduction relation, or by an abstract machine.

The goal of this paper is to support syntactic reasoning in those languages by providing a unification algorithm for unifying meta-expressions as they occur in program calculi descriptions.

A common construct found in the core languages of modern functional programming languages is a cyclic let (called letrec), which allows to express mutually recursive bindings as well as sharing of expressions. For instance, the following Haskell-expression (written desugared) applies the identity function to a list of Boolean values, using a cyclic let to define the recursive map-function, the identity id, the input list and the output result:

```haskell
let map = \f xs -> case xs of
[] -> []
(y:ys) -> (f y):(map f ys)

id = \x -> x
list = True:False:[]
result = map id list
```

The order of the bindings in such a let-expression is irrelevant, i.e. the bindings are seen as a set of bindings. Clearly, this commutativity of bindings has to be respected by a unification algorithm. Call-by-need evaluation of the expression is quite tricky, for instance, for a first computation step, the
map-function has to be inlined in the right hand side of binding $result$. This search for the redex is usually modeled by a rather complex notion of reduction contexts (e.g. [1, 20]) or by using unwinding in abstract machines and storing the continuations on a stack (e.g. [21]). In the formal description of calculus rules, meta-variables for sets of bindings, meta-notation for the redex search, binders with scoping, and contexts occur (we give an example in Sect. 2). All of them have to be respected by the unification algorithm and the corresponding meta-language in use.

For our meta-language, we will use higher-order abstract syntax [9] to present binders and augment it by meta-symbols for variables, expressions, contexts, and most importantly by variables for letrec-environments and special environment chains, as they occur in semantics descriptions for program calculi with cyclic let. Even though the inspiration and application comes from call-by-need lambda-calculi, the techniques are adaptable also to other higher-order calculi. In the unification algorithm, the meta-symbols become unification variables. The unification algorithm is given by non-deterministic rules, which treat all these syntactic constructs, where we introduce several restrictions on the problems to ensure termination of the unification algorithm.

Results. The main achievement of this paper is the construction of a practically useful unification algorithm for a parametrized meta-notation that allows to unify meta-expressions as they occur in the description of the operational semantics of program calculi with recursive bindings and shared bindings, and outputs a finite set of constraints as solutions. The expressivity of the language comprises meta-variables for variables, expressions, environments, contexts, constructs to express the positions of call-by-need reduction, non-emptiness constraints for context variables and environments, and non-capture constraints for expressions in contexts to exclude name captures in possible solutions. The meta-language is parametrized by context classes and can be used for various calculi.

We prove that our unification algorithm is sound and complete and that it runs in non-deterministic polynomial time (Theorem 5.12) and the determinized version produces a finite set of constraints. In fact the problem itself is NP-complete (see Theorem 5.14).

We also have implemented the meta-language and the algorithm, and show some experimental results, where our examples stem from applying unification to automatize the proof of the correctness of program transformations: here, critical pairs between the standard calculus reduction steps and the transformation steps can be computed by unification (see Sect. 2 for more details).

Related Work. Unification of first-order terms and variables thereof is well-known (see e.g. [3]). Higher-order unification [5] is unification modulo $\beta$- or $\beta\eta$-equivalence and thus different from our purely syntactic approach. Higher-order abstract syntax was introduced in [9] and used for implementing higher-order unification and matching, where also recursive bindings are modeled, using higher-order abstract syntax, but where the bindings are ordered and not treated as a set as in our approach. Compared to these previous works, our approach addresses semantic descriptions of program calculi and thus combines several unification techniques and introduces novel kinds of unification variables, representing parts of letrec environments and chains.

The extension of first-order unification by context unification without restriction on occurrences is shown decidable and in PSPACE [6] (see [14] for an earlier overview). Our use of context variables is far more restricted, since they occur at most once.

A further technique for unification and (syntactic) reasoning about higher-order expressions and binders is nominal unification [23], which can solve equations between lambda-expressions with variables w.r.t. $\alpha$-equivalence in polynomial time. However, our focused functional languages have cyclic letrec in their syntax (see e.g. [4] for a discussion on reasoning with more general name binders, and [22] for a formalization of general binders in Isabelle). A nominal unification algorithm for higher-order expressions including a letrec construct is described in [15], which, however, cannot deal with environment, context and chain variables. Thus it cannot be used for our aims, since our meta-language must cover meta-expressions that can express reduction strategies to determine the required positions. Hence, a more expressive language is required and hence also an adapted unification algorithm, while unification w.r.t. $\alpha$-equivalence is not necessary for our purposes.

A previous attempt to unify expressions with letrec appeared in [11], however, with several restrictions like linearity of expressions, an insufficient representation of letrec-environments and an incomplete modeling of the bindings. Besides a more generic meta-language which is parametrized by contexts, we improve upon [11] in several respects: (i) the letrec environments are treated as multisets in a natural way and can contain more than one environment-variable; (ii) the problems may be non-linear: unification-variables for bound variables may occur several times, and unification-variables for expressions may occur at most twice, which permits to cover more requests for computing overlaps.

Outline. In Sect. 2 we motivate our design decisions for the meta-language, which is then introduced in Sect. 3. We define the letrec unification problem and introduce and illustrate our unification algorithm UnifLRS in Sect. 4. In Sect. 5 we show correctness of the algorithm and prove NP-completeness of the letrec unification problem. In Sect. 6 we report on an implementation of UnifLRS. We conclude in Sect. 7.

2. MOTIVATING DESIGN DECISIONS

In this section, we briefly discuss the diagram-based proof method to show correctness of program transformations [7, 24, 20] as an application where our unification algorithm UnifLRS can be used as a subprocedure. We also illustrate our design decisions using a minimalistic call-by-need lambda calculus.

The so-called diagram method can roughly be summarized as follows: first all critical pairs between calculus reductions and transformation steps have to be computed (where often only strategy-specific positions instead of all positions are overlapped), then the critical pairs have to be joined (in a specific form) which leads to a complete set of diagrams. Finally, the diagrams can be used in an inductive proof to show correctness of the transformation (this step can be automatized as described in [10]). In call-by-need lambda calculi with letrec, the diagram method was e.g. used to prove correctness of program transformations in [20, 12], to show for
Expressions $e$ where $v_n$, $w_n$, $w_1$, are variables

$e ::= w | \lambda w.e | (c_1 \ldots c_2) | \mathtt{letrec } w_1 = 1, \ldots, w_n = e_n \text{ in } e$

Application contexts $A$ and reduction contexts $R$

$A ::= [ \quad (A e) \quad ] \quad R ::= A \mid \mathtt{letrec Env in } A \mid \mathtt{letrec } \{ w_i = A_i[w_{i+1}] \}^{m_i=1}, w_{m} = A_{m}, \text{Env in } A_{0}[w_{1}]$

Normal-order reduction

$\frac{\text{Normal-order reduction}}{R} \left( [\text{(no-beta)} R][((\text{letrec } e_1) \ e_2)] \right) \rightarrow R[\text{letrec } w_2 = e_2 \text{ in } e_1]$  

$\left( \text{(no,cp-in)} \right)$ letrec $\{ w_1 = e_1 \}^{m_1=1}, w_{m} = \lambda w.e, \text{Env in } A_{0}[w_{1}] \rightarrow \text{letrec } \{ w_1 = e_1 \}^{m_1=1}, w_{m} = \lambda w.e, \text{Env in } A_{0}[\lambda w.e]$  

$\left( \text{(no,cp-e)} \right)$ letrec $\{ w_1 = A_1[w_{1+1}] \}^{m_1=1}, w_{m} = A_{m}[x_i], \{ v_j = e_{j+1} \}^{n_m=1}, v_n = \lambda w.e, \text{Env in } A_{0}[w_{1}]$  

$\rightarrow \text{letrec } \{ w_1 = A_1[w_{1+1}] \}^{m_1=1}, w_{m} = A_{m}[\lambda w.e], \{ v_j = e_{j+1} \}^{n_m=1}, v_n = \lambda w.e, \text{Env in } A_{0}[w_{1}]$  

where $A_m \neq [\quad ]$ and $m \geq 1, n \geq 1$

$\left( \text{(no,lert)} \right)$ letrec $E_1$, letrec $E_2$ in $e$ $\rightarrow$ letrec $E_{1}, E_{2}$ in $e$

$\left( \text{(no,lert-e)} \right)$ letrec $\{ w_1 = A_1[w_{1+1}] \}^{m_1=1}, w_{m} = \text{(letrec } E_1 \text{ in } e), E_{2}$ in $A_{0}[w_{1}]$  

$\rightarrow \text{letrec } \{ w_1 = A_1[w_{1+1}] \}^{m_1=1}, w_{m} = \text{Env}, E_{1}, E_{2}$ in $A_{0}[w_{1}]$

$\left( \text{(no,lapp)} \right)$ $R[\text{letrec Env in } e_1 \ e_2] \rightarrow R[\text{letrec Env in } (e_1 \ e_2)]$

Some program transformations

(\beta) letrec $\{ \lambda w.e \} \ = \ e_2 \rightarrow \text{letrec } w_2 = e_2 \text{ in } e_1$

(cp-in) letrec $w = \lambda w.e, \text{Env in } C[w] \rightarrow \text{letrec } w_2 = \lambda w.e, \text{Env in } C[\lambda w.e]$

(cp-e) letrec $w_1 = \lambda w.e, w_2 = C[w], \text{Env in } e' \rightarrow \text{letrec } w_1 = \lambda w.e, w_2 = C[\lambda w.e], \text{Env in } e'$

(let-in) letrec $E_1$, letrec $E_2$ in $e$ $\rightarrow$ letrec $E_{1}, E_{2}$ in $e$

(let-e) letrec $E_1, x = (\text{letrec } E_2 \text{ in } e_1)$ in $e_2 \rightarrow \text{letrec } E_{1}, E_{2}, x = e_1 \text{ in } e_2$

(lapp) $((\text{letrec Env in } e_1 \ e_2) \rightarrow \text{letrec Env in } (e_1 \ e_2))$

(gc1) letrec $w_1 = e_1, \ldots, w_n = e_n, \text{Env in } e \rightarrow \text{letrec } E_{1} \text{ in } e$ if for all $i : w_i$ does not occur in $E_{1}, E_{2}$

(gc2) letrec $w_1 = e_1, \ldots, w_n = e_n$ in $e$ $\rightarrow$ $e$, if for all $i : w_i$ does not occur in $e$

(cpx-in) letrec $v = v, \text{Env in } C[w] \rightarrow \text{letrec } w = v, \text{Env in } C[v], \text{if } v \neq w$

(cpx-e) letrec $w = v, w' = C[w], \text{Env in } e \rightarrow \text{letrec } w = v, w' = C[v], \text{Env in } e$, if $v \neq w$

(sch) letrec $w = e, v = w, \text{Env in } e' \rightarrow \text{letrec } v = e, w = v, \text{Env in } e'$

\[ \begin{align*}
\text{letrec } E_1; E_{1}' \text{ in } (\text{letrec } E_2; E_{2}' \text{ in } e'') & \rightarrow \text{letrec } E_{1}; E_{1}' \text{ in } (\text{letrec } E_2; E_{2}' \text{ in } e'') \\
\text{no,lert} \rightarrow \text{no,lert} \\
\text{letrec } E_1; E_{1}' \text{ in } (\text{letrec } E_2; E_{2}' \text{ in } e'') & \rightarrow \text{letrec } E_{1}; E_{1}' \text{ in } (\text{letrec } E_2; E_{2}' \text{ in } e'')
\end{align*} \]

Figure 1: The calculus $L_{\text{need}}$
of later in Definition 3.3, since for the definition of the syntax of the meta-language in Fig. 2. It uses four syntactic categories of objects (called LRSX).

The constructs X, Y, S, D^K, E, Ch^K are meta-variables.

Figure 2: Syntax of LRSX

modeling, any occurrences of meta-variables for variables and at most two occurrences of meta-variables for expressions are permitted.

Finally, the definition of normal-order reduction demands further expressivity of the meta-notation, to represent chains of letrec-bindings, as they occur in for instance in form of \(w_i = A_i[w_{i+1}] \) in the definition of reduction contexts \(R\) in Fig. 1. As an example, consider the \(L_{red}\)-expression letrec \(v_1 = (v_2, v_3), v_2 = ((\lambda u. w) \in (v_1 \ u'))\). The reduction position of redex \((\lambda u. w)\) in the letrec-environment can be represented schematically, by an environment \([\hspace{1cm}] = (v_2, v_3), v_2 = [\hspace{1cm}],[\hspace{1cm}]\) that has two holes and represents a chain of bindings (for the example the first hole has to be filled by \(v_1\) and the second hole by \((\lambda u. w)\)).

To cover all those environment-chains, our syntax allows to write \(Ch^{A}[v_1, (\lambda u. w)]\) where \(Ch^{A}\) is a meta-variable for environment-chains parametrized by \(A\)-contexts.

3. THE META-LANGUAGE

We introduce the syntax of meta-expressions and explain the semantics and the intention of the notation. Our syntax for (ground) language expressions is a general one for functional programming languages that are extended lambda calculi. It comprises for example the syntax of \([20, 17, 8, 2]\) – e.g., in \([8]\), the argument position in applications are restricted to variables, which can be represented in our meta-syntax. Our meta-language LRSX will be parametrized over a set \(F\) of function symbols and – to support generality of the algorithm – over a finite set \(\mathcal{K}\) of context classes. Contexts and context classes will be explained in more detail later in Definition 3.3, since for the definition of the syntax of LRSX they only appear as index on unification-variables.

Definition 3.1 (Syntax of the meta-language LRSX). For a set \(\mathcal{K}\) of context classes and a set \(F\) of function symbols, the syntax of the language LRSX(\(\mathcal{K}, F\)) is defined by the grammar in Fig. 2. It uses four syntactic categories of objects (called types): Var is a countably-infinite set of variables, HExpr are higher-order expressions, Env are letrec-environments, and Bind are letrec-bindings.

Elements o of HExpr have an order \(|o|\) ∈ \(N_0\), where HExpr\(^b\) denotes the elements of HExpr of order \(n\), and where HExpr\(^b\) may be abbreviated as Expr.

Every function symbol \(f \in F\) has a syntactic type of the form \(\tau_1 \rightarrow \ldots \rightarrow \tau_n \rightarrow \text{Expr}\), where \(\tau_i\) may be Var, or HExpr\(^b\); \(n\) is called the arity of \(f\), denoted \(ar(f)\); and the order arity \(oar(f)\) is the \(n\)-tuple \((\delta_1, \ldots, \delta_n)\), where \(\delta_i = k_i \in \mathbb{N}_0\), or \(\delta_i = \text{Var}\), depending on the type of \(f\). We write \(oar(f)(i)\) to extract the order arity of the \(i\)-th argument of \(f\) (i.e. \(oar(f)(i) = \delta_i\)). For every function symbol \(f\) there is also a set of strict positions \(\text{SPOS}(f) \subseteq \{0 \leq i \leq oar(f)(0)\}\). In \(F\) there is at least a unary operator \(\text{var}\) of type \(\text{Var} \rightarrow \text{Expr}\) which lifts variables to expressions, where \(\text{var}(\text{var}) = 1\), \(\text{var}(\text{Var}) = \langle\text{Var}\rangle\), and \(\text{SPOS}(\text{var}) = \emptyset\).

The syntax comprises concrete term variables, unification variables, and additionally we use meta-symbols to denote syntactic constructs. Thus, we carefully use different fonts and lower- or upper-case letters to distinguish them: concrete term-variables of type Var are denoted by \(x, y\), and \(x, y\) are used as meta-symbols to denote both – a concrete term variable or a unification variable. Similarly, lower case letters \(s, t\) denote expressions, \(env\) denotes environments, and \(b\) denotes bindings.

Upper-case letters always denote unification variables. The different kinds of unification variables are: unification variables \(X, Y\) of type \(\text{Var}\), unification variables \(S\) of type \(\text{Expr}\), \(E\) of type \(\text{Env}\) standing for (partial) environments, \(D^n\) for a context variable of context class \(K \in \mathcal{K}\), and two-hole environment-context variables \(\text{Ch}^{[., .]}\) which are of the type \(\text{Var} \rightarrow \text{Expr} \rightarrow \text{Env}\), and occur with a context-class index \(K\), a \(\text{Var}\)-argument \(x\), and an \(\text{Expr}\)-argument \(s\).

An LRSX-expression \(s\) is called ground (an LRS-expression), iff it does not contain any unification variable.

Note that we use the same notation \(x, s\) for binders in letrec-environments and for higher-order expressions, which will not lead to confusion, since the meaning is always clear from the context. We also are a bit sloopy in the notation of environments by using “\(\cdot\)” for constructing and concatenating environments and by not notationally distinguishing between a single binding and environments consisting of a single binding.

Example 3.2. We illustrate the meta-language by some examples. Abstractions are represented by \(\lambda(x. F)\) with \(ar(\lambda) = 1\), \(oar(\lambda) = (1)\), and \(\text{SPOS}(\lambda) = \emptyset\). Since \(oar(\lambda) = (1)\), the function symbol \(\lambda\) must be applied to a higher-order expression of order 1. For instance, the identity function is represented by applying \(\lambda\) to \(x. (\text{var}(x))\) written as \(\lambda x. (\text{var}(x))\). Applications can be represented by a function symbol \(\text{app}\) with \(ar(\text{app}) = 2\), \(oar(\text{app}) = (0, 0)\), and \(\text{SPOS}(\text{app}) = \{1\}\).

If \(oar(f)(i) = \text{Var}\), then the \(i\)-th argument of function symbol \(f\) must be a variable. For instance, with the definition \(\text{app} \in F\), \(oar(\text{app}) = (0, \text{Var})\) we introduce an application which allows any expression as first argument, but restricts the second argument to variables (e.g. in \([8]\) such applications occur). For example, \(\text{app} (\lambda(x. \text{var}(x)) \ y)\) is a valid expression, while \(\text{app} (\lambda(y. \text{var}(y)) \ (\lambda(y. \text{var}(y)))\) is invalid.

Constructors can be represented by a function symbol \(f\) where \(\text{SPOS}(f) = \emptyset\) and \(oar(f)\) is a tuple of only 0-s (or of \(\text{Var}-s\) if constructor arguments are restricted to variables as e.g. in \([8]\)). For example, the list constructors are \(\text{nil}\) and \(\text{cons}\) with \(ar(\text{nil}) = 0\), \(oar(\text{nil}) = (\)\), \(ar(\text{cons}) = 2\), \(oar(\text{cons}) = (0, 0)\), and \(\text{SPOS}(\text{cons}) = \text{SPOS}(\text{nil}) = \emptyset\). Also case-constructs are representable, e.g., let \(\text{case}_{\text{list}}\) be a function \(F\) with \(ar(\text{case}_{\text{list}}) = 3\), \(oar(\text{case}_{\text{list}}) = (0, 0, 2)\), \(\text{SPOS}(\text{case}_{\text{list}}) = \{1\}\). The first argument of \(\text{case}_{\text{list}}\) is the to-be-cased expression, the second argument is the case-alternative for the empty list, and the third argument is the case-alternative for the
the tail of the list. The map-function can be written as

\[ \text{letrec} \]
\[
\text{map}(\lambda x. \text{case}(\text{nil} \rightarrow y. \text{y} \text{.} \text{cons} (\text{app}(\lambda f. \text{v}) \text{.} \text{y} \text{.} \text{ys} \rightarrow \text{app}(\lambda \text{map}(\lambda f. \text{v}) \text{.} \text{ys}))) \text{ in } (\text{var map})
\]

**Definition 3.3** (Contexts and context classes). Context expressions are defined like expressions, where the new constant symbol \([\cdot] \) called \( \text{Expr} \) (the hole) is permitted, and where we assume that the hole occurs exactly once in contexts. With \( D \) we denote unification-variables for contexts, \( D \) always represents a concrete context (i.e. an \( \text{LRS} \)-expression with a hole, called an \( \text{LRS} \)-context), and by \( d \) we denote \( \text{LRSX} \)-contexts, i.e. contexts, that may contain unification-variables.

The operation plugging an expression \( s \) in the hole of \( d \) is written as \( d[s] \). Contexts with \( k > 1 \) holes are denoted using several hole symbols \([1], \ldots, [k] \), where every hole symbol occurs exactly once.

A context class \( K \) is a set of contexts, where we assume that a context class comes with a grammar for defining the corresponding contexts as well as with particular algorithms (see Definition 4.5 and Fig. 5). We allow the context class \( \text{Triv} \) which consists only of the empty context \([\cdot] \).

**Definition 3.4** (Scoping and sets of variables). For any syntactic object \( r \), let \( UV(r) \) be the set of unification-variables occurring in \( r \). In a higher-order expression \( x.r \), the scope of \( x \) in \( \text{letrec} \ x.s ; e n v \ in \ s \) or \( \text{letrec} \ Ch^K[x,s] ; e n v \ in \ s' \) is \( s, s' \) env, \( Ch^K \) and \( s' \) (and thus \( \text{letrec}-\)bindings are recursive).

We use \( FV(r) \) to denote the set of variables \( x \) that are not bound by some higher-order binder, a let-binding, or the variable \( x \) in \( Ch^K[x,s] \), and we use \( BV(r) \) to denote the set of bound variables. We write \( Var(r) \) for \( FV(r) \cup BV(r) \).

For a context \( d \), \( CV(d) \) (the captured variables) denotes the set of variables \( x \) which become bound if plugged into the hole of \( d \). \( Ch^K \) is only permitted for context classes \( K \) such that \( CV(D^K) = \emptyset \) for all \( D^K \).

We say that a context class \( K \) has a non-binding concretization, if there exists a context \( K \neq [\cdot] \) of class \( K \) s.t. \( CV(K) = \emptyset \).

Besides syntactic equality there are two further notions of equivalence of expressions: one is pure \( \alpha \)-equivalence, and the other one interprets environments like multisets of bindings.

**Definition 3.5.** Let \( \sim_{\text{let}} \) be the reflexive-transitive closure of permuting bindings in a \( \text{letrec} \)-environment, and with \( \sim_{\alpha} \) (called extended \( \alpha \)-equivalence) we denote the reflexive-transitive closure of combining \( \sim_{\text{let}} \) and \( \sim_{\alpha} \).

**Definition 3.6.** Admissible context-classes \( K \) must satisfy:

1. Class \( K \) is closed under \( \sim_{\alpha} \) and \( \sim_{\text{let}} \), i.e. if \( D \in K \) and \( D' \sim_{\alpha} D \) or \( D' \sim_{\text{let}} D \), then \( D' \in K \).
2. The context class \( K \) must contain the empty context.
3. There is a linear algorithm that checks for a given \( \text{LRSX} \)-context \( d \) and context class \( K \), whether \( d \) is a \( K \)-context.

**Definition 3.7** (Semantics of unification variables). Unification variables represent ground expressions, environments, and contexts. The semantics of unification variables \( X, Y \) are all concrete variables of type \( \text{Var} \), expression variables \( S \) represent any ground expression of type \( \text{Expr} \), and the semantics of environment variables \( E \) are all ground environments of type \( \text{Env} \). The semantics of a context variable \( D^K \) are all contexts of context class \( K \). Semantically, the construct \( Ch^K[x,s] \) stands for \( x.D^K[s] \) or chains \( x.D^K_1[(\text{var } x_1)]; x_2.D^K_2[(\text{var } x_2)]; \ldots ; x_n.D^K_n[s] \) with fresh variables \( x_i \) and contexts \( D^K_i \) from the context class \( K \). If the context class is \( \text{Triv} \), then the notation \( D^K[s] \) simply means \( s \). A substitution \( \rho \) maps \( \{ \text{unification variables} \} \) to variables, expressions, environments, and contexts respecting their types. A substitution is ground if it maps all variables of its domain to \( \text{LRS} \)-expressions. For substituting \( Ch^K[y,s] \), we write \( Ch^K[y,s] \mapsto d[y,s] \), and mean the substitution of \( Ch^K \) by \( d \), where \( Ch^K \) and \( d \) are environment-contexts with two holes.

Substitutions \( \{ D^K \mapsto d \} \) are only valid if all valid instances of \( d \) are contexts in \( K \).

As a restriction on the problems and solutions, we will employ the following convention:

**Definition 3.8.** An expression \( s \) satisfies the weak distinct variable convention (weak DVC) if any let-bound variable does not occur twice as a binder in a single \( \text{letrec} \)-environment. An expression \( s \) satisfies the (strong DVC) iff the sets of bound and free variables are disjoint and all binders bind different variables.

We use this definition for concrete variables as well as for unification-variables representing variables. Note that double occurrences of let-bound variables may occur during unification, e.g., the expressions \( \text{letrec} \ X.\var \ Y.\var \ X \in S_1 \) and \( \text{letrec} \ X.\var \ Y.\var \ Y \in S_2 \) both fulfill the weak DVC. Unifying the expressions leads to the substitution \( \sigma = \{ S_1 \mapsto S_2, X \mapsto X', Y \mapsto Y' \} \). However, \( \sigma \) is not a solution, since it violates the weak distinct variable convention: in \( \sigma(\text{letrec} \ X.\var \ Y.\var \ X \in S_1) \)

\[
= \text{letrec} \ X.\var \ X'.\var \ X' \in S_2
\]

the binder for let-variable \( X' \) occurs twice in the same environment.

4. THE UNIFICATION ALGORITHM

4.1 The Letrec Unification Problem

We motivate the proposal for our unification algorithm and start with simple examples.

**Example 4.1.** Consider equating the expressions \( \lambda x_1.\lambda x_2.\var_1 \) and \( \lambda x_1.\lambda x_2.\var_2 \) which is written as \( \lambda x_1.\lambda x_2.(\var_1 X_1) = \lambda x_3.\lambda x_4.(\var_1 X_4) \) in our syntax. Unifying this naively leads to \( X_2 = X_1, X_1 = X_2, X_4 = X_1 \), hence the instance of the input expressions is \( \lambda x_3.\lambda x_4.(\var_1 X_4) \). We may forbid such instantiations using so-called non-capture constraints of the form \( (s,d) \), meaning that the bound and free variables of expression \( s \) are not captured by the hole of context \( d \). Thus
the above example together with the non-capture constraint \((\text{var } X_1, \lambda X_2, [\cdot])\) has no solution, since \(X_2 = X_1\) violates the constraint.

As another example, consider \(\lambda X_1, \text{var } X_1 \equiv \lambda X_2, \text{var } X_3\). Our algorithm delivers a solution, which equates \(X_1, X_2, \text{ and } X_3\). However, by using non-capture constraints, one can ensure that the “free” occurrence of \(X_1\) must be a free variable in any solution. For the input \(\lambda X_1, \text{var } X_1 \equiv \lambda X_2, \text{var } X_3\) and constraint \((\text{var } X_3, \lambda X_2, [\cdot])\), our unification algorithm instantiates the constraint to \((\text{var } X_1, \lambda X_1, [\cdot])\) and then detects a failure.

A third example, slightly modified and adapted (and renamed on one side) from [23], is the equation

\[\lambda X_1, \lambda X_2, (\text{var } X_2, S_1, \text{var } X_2) \equiv \lambda X_2, \lambda X_1, (S_1, S_2, \text{var } X_1),\]

where no capture constraints are necessary. The solution w.r.t. our criterion of syntactic equivalence is \(\text{var } X_1 = \text{var } X_2 = S_1 = S_2\), whereas nominal unification [23] produces \(S_1 = \text{var } X_1, S_2 = \text{var } X_2\), since nominal unification solves w.r.t. \(\alpha\)-equivalence.

We now formally define the unification problem:

**Definition 4.2.** Let \(\Gamma\) be a finite set of unification equations \(s \equiv s'\) where \(s, s'\) are LRSX-expressions that fulfill the weak DVC. Let \(\Delta_1\) be a finite set of context variables (called non-empty context constraints), \(\Delta_2\) be a finite set of environment variables \(E\) (called non-empty environment constraints), \(\Delta_3\) be a finite set of pairs \((t, d)\) (called non-capture constraints, NCCs, for short) where \(t\) is an LRSX-expression and \(d\) is an LRSX-context. If \(\Gamma\) fulfills the following occurrence restrictions, then \(P = (\Gamma, \Delta_1, \Delta_2, \Delta_3)\) is called a letrec unification problem:

1. Every variable of type \(S\) occurs at most twice in \(\Gamma\).
2. Every variable of kind \(E\), \(\text{Ch}^K\), \(\text{D}_C\) occurs at most once in \(\Gamma\).
3. \(\text{Ch}^K\)-variables may occur only in one equation in \(\Gamma\) which must be of the form \(s \equiv d[\text{letrec} \text{Ch}^K_1[x_1, s_1]; \ldots; \text{Ch}^K_n[x_n, s_n]; \text{env int} t] s.t. d, t, s, \text{env}, s_1, \ldots, s_n \text{ do not contain any \text{Ch}}.\)

A substitution \(\rho\) (mapping a finite set of unification variables to variables, expressions, environments, and contexts, resp.) is called a unifier of \(P = (\Gamma, \Delta_1, \Delta_2, \Delta_3)\) iff:

1. For all \(s \equiv t \in \Gamma\): \(sp \sim_{\text{let}} tp\) and \(sp, tp\) fulfill the weak DVC.
2. For all \(D \in \Delta_1\): \(dp \neq [\cdot]\) and for all \(E \in \Delta_2\): \(E\rho \neq \emptyset\).
3. For all NCCs \((s, d) \in \Delta_3\): \(\text{Var}(sp) \cap \text{CV}(dp) = \emptyset\).

A substitution \(\rho\) is called a solution (or a ground unifier) for \(P\) if \(\rho\) is unifier and for all \((s \equiv t) \in \Gamma\) and all \((s', d) \in \Delta_1\) the expressions \(sp, tp\), and \(d(s')\rho\) are ground. The problem \(P\) is called solvable iff there exists a solution for \(P\).

A set \(M\) of unifiers is called complete for \(P\), if for every ground unifier \(\rho\) of \(P\), there is some \(\rho, \in M\) and some ground substitution \(\sigma\), s.t. for every unification variable \(U\) occurring in \(P\): \(\rho \sim_{\text{let}} U(\rho, \circ \sigma)\).

The following theorem shows that our letrec-unification problem is (at least) infinitary. The consequence is that computing a complete set of unifiers (as substitutions) is in general impossible.

**Theorem 4.3.** There are letrec unification problems \(P\), s.t. any complete set \(M\) of unifiers is infinite.

**Proof.** The claim is that there are problems \(P\), s.t. every complete set \(M\) of unifiers is infinite. Let the equation \(P = E_1; E_2 \equiv \text{Ch}^K[y, (\text{var } x)]\). Then for every \(n\) there is a ground solution \(\rho_n\) that expands \(\text{Ch}^K[y, (\text{var } x)]\) to exactly \(n\) bindings (a chain), of the form

\[y, (\text{var } y_1); y_1, (\text{var } y_2); \ldots; y_{n-1}, (\text{var } x),\]

and \(E_1\) is mapped to all bindings at odd position in the chain, while \(E_2\) is mapped to all bindings at even position in the chain. The claim is that this series of solutions cannot be represented by finitely many unifiers:

Let \(\theta\) be a unifier in the complete set, such that \(\rho_n\) is an instance. Since \(\theta\) must be a correct solution, there are no solution components \(E\) in \(E_1\theta\): Any \(E\) as a solution component (in the top environment) of \(E_1\theta\) can be instantiated with a binding \(y, (\text{var } x')\) with a fresh variable \(x'\), but this cannot be in the instance, of \(\text{Ch}^K\), since the variable \(x'\) must occur in a let-bound, since instances of \(\text{Ch}^K\) are chains of bindings. The same holds for \(E_2\theta\). Next assume that \(\text{Ch}^K[y', s']\) is a solution component (in the top environment) of \(E_1\theta\). Obviously \(s'\) must be of the form \((\text{var } x_2)\). In addition, \(\rho_n\) must be an instance of \(\theta\). This implies that \(\text{Ch}^K[y', s']\) consists of only one binding of \(E_1\theta\), since the bindings in \(E_1\theta\) are not connected. Let \(n\) be the number of components \(E\) in \(E_1\theta\) and \(m\) be the number of components \(\text{Ch}^K\) in \(E_1\theta\). We have shown that \(\theta\) can only have one instance \(\rho_i\) with at most \(n + m\) bindings. A finite set \(\theta_1, \ldots, \theta_m\) cannot cover the full series \(\rho_i\), since this would imply an upper bound on the number of bindings in \(\rho\).

Since complete sets of unifiers may be infinite, our unification algorithm will not output such sets. Instead it will generate as output a (finite) complete set of (solvable) constraints, which consist of a substitution together with a set of equations of the simple form \(E_1; \ldots; E_n \equiv \text{Ch}^K[y, s]\). Note that in Theorem 5.5 we show that there is a (non-deterministic) polynomial decision algorithm for solvability of these constraints.

## 4.2 Structure of the Unification Algorithm

The unification algorithm UnifLRS is formulated as a set of non-deterministic rules on a data structure that consists of a set of equations \(s_1 \equiv s_2\), and further constraints (see [3] for general notions of unification). The input of the algorithm consists of a letrec unification problem.

**Definition 4.4.** The data structure for unification consists of several components:

1. Sol, a substitution consisting of different single mappings.
2. \(\Gamma\), a set of (higher-order) expression-equations \(r \equiv r', \text{environment equations env \equiv env'}, \text{binding equations } b \equiv b', \text{ and variable equations } x \equiv x'.\)
3. \(\Delta = (\Delta_1, \Delta_2, \Delta_3, \Delta_4)\), where \(\Delta_1\) and \(\Delta_2\) are the non-emptyness constraints for context variables and environment variables, respectively, and \(\Delta_4\) are the non-capture constraints as described in Definition 4.2, and \(\Delta_4\) is a set of environment-equations \(\text{env}_1 \equiv \text{env}_2\) that are seen as delayed equations.
For a letrec unification problem as input, $\Gamma, \Delta_1, \Delta_2,$ and $\Delta_3$ are instantiated accordingly, and the components $\text{Sol}$ and $\Delta_4$ are initialized as $\emptyset$.

The unification algorithm applies the unification rules (described in Section 4.4) non-deterministically until no more rule is applicable or a $\text{FAIL}$ occurs. The output of the unification algorithm (on one non-deterministic run) is either $\text{FAIL}$ or $(\text{Sol}, \emptyset, \Delta)$.

The unification rules are designed to respect the non-emptiness constraints in $\Delta_1$ and $\Delta_2$, and thus never instantiate a context variable in $\Delta_1$ with the empty context, or an environment variable in $\Delta_2$ with the empty environment. Furthermore, some rules require a context variable or an environment variable to be non-empty, and thus, if necessary, context or environment variables are sometimes non-deterministically guessed to be either empty or non-empty. The NCCs in $\Delta_3$ are instantiated by the solution and their satisfiability is checked by the failure rules (see Definition 4.9 below). The generated delayed environment equations in $\Delta_4$ are also instantiated by the solution and their satisfiability is checked once, by the final $\Delta_4$-satisfiability check (Definition 4.6).

### 4.3 Prerequisites for Context Classes

Since we permit various context classes, we make a general formulation by requiring several non-deterministic (i.e. set-producing) subalgorithms that must come with the context classes as interfaces. They mainly specify two things: (i) how contexts $d$ of a class $K$ are split into $d = d_0[d_1]$ where $d_0$ is a flat context (i.e. the hole is in depth 1), and thus determine the possible positions of $d_1$ and the context class of $d_1$; and (ii) the common prefix-context $d$ of two contexts $d_1, d_2$, i.e. for some $d'_1, d'_2$: $d = d'_1[d_1]$ and $d = d'_2[d_2]$. These are related to the rules (c2), (c3), and (c4) in Fig. 5.

**Definition 4.5.** For the system $\overline{\mathcal{K}}$ of context classes, there are four non-deterministic subalgorithms, called $\text{CCS}_{\text{DD}}$, $\text{CCS}_{\text{DI}}$, $\text{CCS}_{\text{DDp}}$, and $\text{CCS}_{\text{DDp}}$, where we require that these are executable in constant time:

1. $\text{CCS}_{\text{DD}}(K_1, f)$ delivers the minimal set of possibilities $(i, K_2)$ s.t. on any equation $D_{i} \overset{K_1}{\rightarrow} f r_1 \ldots r_n$, non-deterministic branching with the substitutions $D_{i} \overset{K_1}{\rightarrow} \{ (f r_1 \ldots r_{i-1}, (x_1 \ldots x_k, K_2) r_{i+1} \ldots r_n) \}$ and fresh variables $x_i$ is an (n.d.) sound and complete operation.

2. $\text{CCS}_{\text{DI}}(K_1)$ delivers exactly the minimal set of possibilities of the form $(\text{in}, K_2)$ and $(\text{env}, K_3)$ such that on any equation of the form $D_{i} \overset{K_1}{\rightarrow} \text{letrec env in s'}$ non-deterministic branching with substitutions $D_{i} \overset{K_1}{\rightarrow} \text{letrec env in } D_{i}^{K_2}$ and $D_{i} \overset{K_1}{\rightarrow} \text{letrec } y, D_{i}^{K_2}, E \overset{K_1}{\rightarrow} s'$ and fresh variables $y$ and $E$ is an (n.d.) sound and complete operation.

3. $\text{CCS}_{\text{DDp}}(K_1, K_2)$ delivers the minimal set of possibilities $\mathcal{K}_3, K_4$, s.t. for any equation $D_{i} \overset{K_1}{\rightarrow} D_{i}^{K_2} \overset{K_1}{\rightarrow} [t]$ the substitution $D_{i}^{K_1} \overset{K_1}{\rightarrow} D_{i}^{K_3}$, $D_{i}^{K_2} \overset{K_1}{\rightarrow} D_{i}^{K_3} D_{i}^{K_4}$ and replacing the equation by $s \overset{K_1}{\rightarrow} [t]$ is an (n.d.) sound and complete operation covering the solutions $\sigma$ that make $D_{i}^{K_2}$ a prefix of $D_{i}^{K_1}$.

4. $\text{CCS}_{\text{DDp[2]} \forall K_1, K_2}$ delivers the minimal set of possibilities $(d, K_3, K_4, K_5)$ such that for every equation of the form $D_{i}^{K_1} \overset{K_1}{\rightarrow} D_{i}^{K_2} \overset{K_1}{\rightarrow} [t]$ branching with substitutions $D_{i}^{K_1} \overset{K_1}{\rightarrow} D_{i}^{K_3} \overset{K_1}{\rightarrow} \{ D_{i}^{K_4} \mid \text{Sol} \} \text{ and } D_{i}^{K_2} \overset{K_1}{\rightarrow} D_{i}^{K_3} \overset{K_1}{\rightarrow} \{ D_{i}^{K_4} \mid \text{Sol} \}$

and removing the equation is an (n.d.) sound and complete operation covering the solutions $\sigma$ such that neither $D_{i}^{K_1} \overset{K_1}{\rightarrow} \text{Sol}$ is a prefix of $D_{i}^{K_2} \overset{K_1}{\rightarrow} \text{Sol}$ nor vice versa. The two-hole context $d[i, i]$ for $f \in F$ and $(k, l) \in \{(1, 2), (2, 1)\}$ is one of the forms:

- $(f r_1 \ldots r_{i-1}, e_k r_{i+1} \ldots r_{j-1} e_l r_{j+1} \ldots r_{\text{arity}(f)})$, where $r_h$ for $h \notin \{i, j\}$ is a higher-order expression of the form $x_h, e_{k} \overset{K_1}{\rightarrow} [k]$, and $e_k, e_l$ are: $e_k = x_k, \ldots, x_k, n_k, [k]$, and $e_l = x_l, \ldots, x_l, n_l, [k]$, or

- $(\text{letrec } y_i \cdot s \overset{K_1}{\rightarrow} [i]), \text{ or}$

- $(\text{letrec } y_1 \cdot s \overset{K_1}{\rightarrow} [i] ; y_2 \cdot s \overset{K_1}{\rightarrow} [i] ; \text{env'} \overset{K_1}{\rightarrow} s$).

### 4.4 The Unification Rules

We present the unification rules of UnifLRS. Rules are written as inference rules $\frac{P_0}{P_1 \mid \ldots \mid P_n}$ with the meaning that for problem $P_0$ the algorithm branches into derived problems $P_1, \ldots, P_n$. This non-determinism is disjunctive non-determinism, i.e. to find all unifiers all branches have to be inspected. We also write $\frac{\{ i \in I \}}{P_i}$ where $I \subseteq \{i_1, \ldots, i_n\}$ is an index set, instead of $P_{i_1} \mid \ldots \mid P_{i_n}$. The non-determinism between single rules in the set of inference rules is conjunctive non-determinism, i.e. the order of applying the rules is irrelevant for finding a unifier. We assume that all equations in $\Gamma$ are symmetric and thus assume that rules mentioning an equation $s \overset{K_1}{\rightarrow} s'$ are also applicable to $s' \overset{K_1}{\rightarrow} s$. The instantiation of $\Delta$ by $\sigma$ is defined as $\Delta \sigma = (\Delta_1, \Delta_2, \Delta_3, \sigma, \Delta_4. \sigma)$. Variables that appear in the problems $P_i, \ldots, P_n$, but not in $P_0$, are always fresh ones.

The first-order rules are in Fig. 3. They include the usual unification rules to move solved unification variables into $\text{Sol}$ and for decomposing syntactic constructs.

**Rules for environment equations** are in Fig. 4. They treat environment concatenation as associative-commutative, i.e. environments are treated as multisets of bindings. The rules act on an environment equation $\text{env}_i \overset{K_1}{\rightarrow} \text{env}_2$. Equations with a binding on one side of the equation, i.e. $\text{env}_1 \overset{K_1}{\rightarrow} b; \text{env}_2$, are treated by rule (env-b) which guesses $b$ in $\text{env}_1$: a binding $b$ may be present in $\text{env}_1, b$ may be part of an $E$-variable, or $b$ may be one binding of a $\text{Ch}_K$-chain (which leads to four subcases: $\text{Ch}_K$ consists only of this binding, the binding is the prefix, a proper infix, or the suffix of the chain). The rules (env-1), (env-2), and (env-3) treat equations where only $E$-variables play a role, the case $E = \text{env}$ leads to a substitution provided the non-emptiness constraints are satisfied, or a new emptiness constraint has to be guessed. Environment equations without bindings and where one side contains several $\text{Ch}_K$-variables and/or several $E$-variables are processed in one blow by rule (env-Ch), which splits into several equations with exactly one $\text{Ch}_K$ variable, which are then moved to the constraint equations $\Delta_4$, which guarantees a finite set of solutions, and which are checked by the $\Delta_4$-satisfiability check Definition 4.6.
where in all branches, for $K$ sub-expression of $s$

\[
(S,\Gamma \cup \{x = x', r = r', \Delta\}) \quad \text{if } S \text{ is not a proper super expression of } s
\]

\[
(S,\Gamma \cup \{x \neq x', \Delta\}) \quad \text{if } S \text{ is not a proper super expression of } s
\]

\[
(S,\Gamma \cup \{f \cdot r \ldots r_n = f \cdot r'_1 \ldots r'_n, \Delta\}) \quad \text{if } S \text{ is not a proper super expression of } s
\]

\[
(S,\Gamma \cup \{b \equiv b, env_1 \equiv env_2, \Delta\}) \quad \text{if } S \text{ is not a proper super expression of } s
\]

\[
(S,\Gamma \cup \{ letrec env_v, \Delta\}) \quad \text{if } S \text{ is not a proper super expression of } s
\]

\[
(S,\Gamma \cup \{ env_1 \neq env_2, s_1 \neq s_2, \Delta\}) \quad \text{if } S \text{ is not a proper super expression of } s
\]

\[
(S,\Gamma \cup \{ f \cdot r \ldots r_n = f \cdot r'_1 \ldots r'_n, \Delta\}) \quad \text{if } S \text{ is not a proper super expression of } s
\]

\[
(S,\Gamma \cup \{ b \equiv b, env_1 \equiv env_2, \Delta\}) \quad \text{if } S \text{ is not a proper super expression of } s
\]

\[
(S,\Gamma \cup \{ letrec env_v, \Delta\}) \quad \text{if } S \text{ is not a proper super expression of } s
\]

\[
(S,\Gamma \cup \{ env_1 \neq env_2, s_1 \neq s_2, \Delta\}) \quad \text{if } S \text{ is not a proper super expression of } s
\]

\[
(S,\Gamma \cup \{ f \cdot r \ldots r_n = f \cdot r'_1 \ldots r'_n, \Delta\}) \quad \text{if } S \text{ is not a proper super expression of } s
\]
A context class $C$ is: $C ::= [\lambda x.C \mid \text{letrec } env \in C \mid \text{letrec } x.C; env \in s]$ where $env \neq \emptyset$.

A top context $T$ is: $T ::= [\text{letrec } \lambda \in T; env \in s] \mid \text{letrec } env \in T \mid (f r_1 \ldots r_{i-1} T r_i+1 \ldots r_{ar(f)})$ where $oar(f)(i) = k$ and $f \in F$.

A context $\Lambda$ is: $\Lambda ::= [\lambda x.C \mid \text{letrec } env \in C \mid \text{letrec } x.C; env \in s]$ where $env \neq \emptyset$.

The rules for equations with context variables are in Fig. 5. Either context variable $D^k$ is guessed as empty or non-empty, and solving proceeds by guessing the top symbol of (the instance of) $D^k$, or in case $D^k[s] = D^k[r]$ by either guessing $D^k_1$ as a prefix of $D^k_2$ or by guessing the forking positions of the holes.

The rule for satisfiability testing of $\Delta_k$-constraints is:

**Definition 4.6 (\(\Delta_k\)-satisfiability check).** This rule is applied only once to the final state $(\Gamma = \emptyset)$: For $m \geq 1$ and $\Delta_k = \bigcup_{j=1}^m \{E_{i_1}; \ldots; E_{i_n} = Ch_k^{\sigma}[y_j, s_j]\}$, guess a common instantiation $\sigma$ for $\Delta_k$ as follows: $Ch_k^{\sigma}[y_j, s_j]$ is instantiated by a non-empty context class $K$ in $\Delta_k$ w.r.t. $\sigma$, therefore $\Delta_k$ is satisfiable.

We now provide an algorithm to test satisfiability of the $\Delta_k$.

**Definition 4.7 (NCC-test).** Let $\Delta_1$ be a set of non-empty context constraints, $\Delta_2$ be a set of non-empty environment constraints, and $\Delta_3$ be a set of non-capture constraints.

The NCC-test fails iff there exists a pair $(s, d) \in \Delta_3$ s.t. $\text{Var}_{\Delta_3}(s) \cap CV_{\Delta_3}(d) \neq \emptyset$. Otherwise, the NCC-test is valid.

The sets $\text{Var}_{\Delta_3}(s)$ and $CV_{\Delta_3}(d)$ consist of context expression variables and meta-variables for variables, expressions, contexts, and environments, and they are inductively defined in Fig. 7.

Let $\Delta_1, \Delta_2, \Delta_3$ be sets of non-empty context constraints, non-empty environment constraints, and non-capture constraints.

For a ground substitution $\rho$, we say that $\rho$ satisfies $\Delta_1 \upharpoonright \Delta_2 \upharpoonright \Delta_3$ iff $\rho(D) \neq \emptyset$ for all $D \in \Delta_1$, $\rho(E) \neq \emptyset$ for all $E \in \Delta_2$, and $\text{Var}(\rho(s)) \cap CV(\rho(d)) = \emptyset$ for all $(s, d) \in \Delta_3$.

**Proposition 4.8.** Let $\Delta_1, \Delta_2, \Delta_3$ be sets of non-empty context constraints, non-empty environment constraints, and non-capture constraints. The NCC-test is valid iff there exists a ground substitution $\rho$ that satisfies $\Delta_1 \upharpoonright \Delta_2 \upharpoontright \Delta_3$.

**Proof.** We distinguish the cases whether the NCC-test is valid or fails.

First, consider the case that the NCC-test fails. Then there exists some $(s, d) \in \Delta_3$ s.t. there exists some $U \in \text{Var}_{\Delta_3}(s) \cap CV_{\Delta_3}(d)$. If $U = x$ for some concrete variable $x$, then clearly for any ground instantiation $\rho$ we have $x \in \text{Var}(\rho(s)) \cap CV(\rho(d))$. If $U = X$, then any ground instantiation $\rho$ must instantiate $X$ with some concrete variable $x$, i.e. $\rho(X) = x$. Clearly, we also have $x \in \text{Var}(\rho(s)) \cap CV(\rho(d))$ in this case. If $U = x$ with $E \in \Delta_2$, then any ground instantiation $\rho$ must instantiate $E$ by a non-empty environment $x_1 = x_1 \ldots x_n = x_n$ and clearly $x_1 \in \text{Var}(\rho(s))$ and $x_1 \in \text{CV}(\rho(s))$. If $U = D^k$ where $D^k \in \Delta_1$ and $K$ does not have a non-binding concretion, then any ground instantiation must instantiate $D^k$ with a context class $K$ of class $K$ s.t. there exists some variable $x \in CV(K)$. Clearly, we have $x \in \text{Var}(\rho(s)) \cap CV(\rho(d))$ in this case.

Now consider the case that NCC-test is valid. Then the following ground substitution $\rho$ satisfies $\Delta_3$ w.r.t. $\Delta_1, \Delta_2$:

Let $UV$ be the unification variables occurring in $\Delta_2$.

- For all $x \in UV : \rho(X) = x_X$ for a fresh variable $x_X$.
- For all $D^k \in \Delta_2 : \rho(D^k) = [1]$, if $K$ has a non-binding concretion, then $\rho(D^k) = K$ for a non-binding context $K$ of class $K$ if $D^k \in \Delta_1$ and $\rho(D^k)$ is context of class $K$ otherwise.
- For all $E \in UV : \rho(E) = \emptyset$ if $E \not\in \Delta_2$, otherwise $\rho(E) = x_E, \text{Var}(x_E)$ for a fresh variable $x_E$.
- For all $Ch_k^S \in UV : \rho(Ch_k^S) = [1], [2]$.
- For all $\rho(S) = c$ for some constant $c$ (if available), or $\rho(S) = \lambda x_S, x_S$ for some fresh variable $x_S$ otherwise.

We finally define the other failure rules of the algorithm:

**Definition 4.9 (Failure rules).** Let the input problem of UNIFLRS be $(\Gamma_{\text{inp}}, \Delta_{\text{inp}}, \Delta_{\text{inp}}, \Delta_{\text{inp}}, \Delta_{\text{inp}})$ and let $(Sol, \Gamma, \Delta)$ be the current state of UNIFLRS. The unification algorithm delivers a FAIL, if one of the following conditions holds:

1. $(x_1 = x_2) \in \Gamma$ with $x_1 \neq x_2$ or $(s_1 = s_2) \in \Gamma$ and $s_1, s_2$ have different top symbols $f_1 \neq f_2 \in (F \cup \{\text{letrec}\})$.
2. $(S = s) \in \Gamma$ and $S$ is a proper subterm of $s$, and the top symbol of $s$ is not a context variable.
3. $(S = D[s]) \in \Gamma$, $D \in \Delta_1$, and $S$ is a proper subterm of $s$.
4. There is an equation $D[s] = s'$ in $\Gamma$ that is in the scope of the rules (c2) - (c4), but the algorithms in Definition 4.5 deliver empty sets of possibilities.
5. $(env \equiv \emptyset) \in \Gamma$, and $env = b; env', env = Ch_k^{\sigma}[y_j, s_j]; env'$, or $en = E; env' \in \Delta_2$.
6. There is an equation $(env_1 \equiv Ch_k^S[y_j, s_j]; env_2)$ or an equation $(en \equiv y_1; env_2, en \equiv y_2; env_2)$ in $\Gamma$ and $env_2$ contains a second let-binder for $y_1$, i.e. $env_2 = Ch_k^S[y_j, s_j]; env_2$ or $env_2 = y_1, y_2; env_2$.
7. The NCC-test (see Definition 4.7) fails.
8. There is an equation $(s \equiv s') \in \Gamma_{\text{inp}}$, s.t. the weak DVC is violated for $s, s'$ where $s = Sol$. 
4.5 Specialization to a Call-By-Need Calculus

For the call-by-need calculi $L_{\text{need}}$ (see Fig. 1) and LR [20], we can apply the unification algorithm UNIFLRS, after specifying the context classes and the algorithms according to Definition 4.5, which is possible including the efficiency requirements. This is an instantiation of the language LRSX that supports our intended application, where there are only four context classes: $C$, $T$, $A$, and $\emptyset$ (see Fig. 6). The notation for context variables in this specialization are $C,T,A$ standing for contexts of (general) context class $C$, top-contexts of context class $T$, and application contexts of context class $A$, respectively. The application to $L_{\text{need}}$ requires chains $Ch^{A}[x,s]$ in the representation of reduction contexts e.g. in the LR calculus or in $L_{\text{need}}$ (see Fig. 1), which are covered by $A$ or letrec $E$ in $A$, or letrec $E;\ Ch^{A}[x,s]$ in $A[x]$.

Some reduction rules also require chains $Ch^{A}[x,s]$ and the reduction rules (no,cp-in) and (no,cp-e) require variable-to-variable chains $Ch^{T} [x,s]$. Definition 4.5 for the context classes $C,T,A$ in $L_{\text{need}}$ requires explanation: The strict positions SPOS() are the first argument for app, (and of case, seq, and $\emptyset$ for data constructors in the LR-calculus). The decomposition algorithms for context variables are easy to specify exploiting $A < T < C$ and the grammars in Fig. 6. For example, decomposing $D^{K}[s] \mapsto D^{K}[s']$, may give rise to two possibilities in the prefix case: $D^{K} \mapsto D^{K}D^{K}, \text{and } s \mapsto D^{K}[s']$; or $D^{K} \mapsto D^{K}; D^{K} \mapsto D^{K}; D^{K},$ and $D^{K}[s] \equiv s'$. In the forking case, the common prefix will be of context class $A$. Similar for the other cases.

Example 4.10. As an example of executing the unification algorithm, we consider an instance of overlapping the left hand side of an (no,cp-e)-reduction with the right hand side of an (let-in)-transformation in the calculus $L_{\text{need}}$.

Let $A$ be the context class corresponding to $A$-contexts in the calculus $L_{\text{need}}$ (see Fig. 1), where we write the variables $D^{A}$ using the letter $A$. We want to unify the expressions letrec $X_1.(\lambda X.S);\ Ch^{A}[Y,A_1[\text{var } X_1]]$ in $A[\text{var } Y]$ and letrec $E_1;E_2$ in $S_1$ where the following constraints must hold: $\Delta_1 = \{A_1\}$ (since otherwise, the normal order reduction would copy to a target different from $A_1[\text{var } X_1])$, $\Delta_2 = \{E_1, E_2\}$ (since there are no empty letrec-environments in $L_{\text{need}}$), and the non-capture constraint that ensures that the binders of $E_2$ do not capture the variables of $E_1$, that is $\Delta_4 = \{\text{letrec } E_1 \text{ in c, letrec } E_2 \text{ in [c]}\}$ where $c$ is a constant. We abbreviate the NCC by $(E_1, \text{letrec } E_2 \text{ in [c]}),$ since this does not change its meaning.

In Fig. 8 the execution of UNIFLRS is shown. The first step applies the first-order rule (f4) to decompose the letrec-expression, the second step moves the equation for variable $S_1$ into the solution (by rule (f5)). Now the remaining equation in $\Gamma$ is $X_1.(\lambda X.S);\ Ch^{A}[Y,A_1[\text{var } X_1]] \equiv E_1;E_2$ which makes rule (env-b) applicable. Here the unification algorithm branches, since the binding $X_1.(\lambda X.S)$ may be part of the environment $E_1$ or it may be a part of the environment $E_2$. Let us first consider the left branch: The remaining equation in $\Gamma$ is $Ch^{A}[Y,A_1[\text{var } X_1]] \equiv E_1;E_2$ and thus rule (env-Ch) has to be applied. The equation is moved into $\Delta_4$, where the environment variables $E_1$ and $E_2$ are replaced by fresh ones and there is only one minimal set $\Delta_4$ (see rule...
Suppose that $Y.1 \in \text{Sol}$, i.e., $\text{Ch} = A \rightarrow \text{letrec } E_1 ; E_2$, which can be seen by the following argument:

$\text{Sup}(\text{Def. 4.6})$ of $\text{Sol}$ is a solution of $\Delta_1$ if $\forall \sigma \in \text{Sol}, \Delta_1 \in \text{Sol}$. The algorithm delivers the output $(\text{Sol}, \emptyset, (\Delta_1, \Delta_2, \Delta_3, \Delta_4))$ with $\text{Def. 4.6}$.

Now let us consider the right branch. Again rule (env-Ch) is applied, where $E_1$ and $E_2$ are replaced by fresh environment variables, and there is only one minimal set $\Delta_2 = \{E_2, 1\}$. However, the $\Delta_1$-satisfiability check (Definition 4.6) detects that the $\Delta_1$-constraint is unsolvable: the algorithm has to check chains of length up to 4. For length 1, the only possible assignment is $\sigma = \{E_1 \mapsto Y.1, \text{letrec } E_3, E_2 \mapsto \emptyset\}$. Since $\Delta_2 = \{Y.1, \text{letrec } E_1, (\lambda X.S); E_2, 1\}$, variable $X_4$ is captured in the hole, and the NCC is violated. For longer chains, all tests violate the NCC of $\Delta_3$ which can be seen by the following argument: Suppose that $\sigma$ instantiates $\text{Ch}^A$ by more than one binding, i.e., $\text{Ch}^A[Y_1, A_1 [\var X_1]] = Y.1$, $Y.1, \ldots, Y.1, A_1 [\var X_1]$ must be part of $E_2$. However, as a consequence $Y_2 \ldots Y_1 \in \text{CV} (\text{letrec } X_1, (\lambda X.S); E_2, 1)$ holds, the last binding $Y_2 \ldots Y_1 A_1 [\var X_1]$ must be part of $E_2$. This can be iterated which shows that no binding of instantiating $\text{Ch}^A[Y_1, A_1 [\var X_1]]$ can be part of $E_1$, which violates the non-emptiness constraint $E_1, 1 \in \Delta_2$.

5. CORRECTNESS

We show that UnifLRS is terminating, sound, complete, and hence a decision procedure. Let us define appropriate notions of soundness and completeness.

Definition 5.1. Let $P = (\Gamma, \Delta_{P,1}, \Delta_{P,2}, \Delta_{P,3})$ be a letrec unification problem, and $S = (\text{Sol}, \emptyset, (\Delta_1, \Delta_2, \Delta_3, \Delta_4))$ be an intermediate UnifLRS-state that passes the failure tests of Definition 4.9. A ground substitution $\sigma$ that is an instance of $\text{Sol}$ is a solution of $\Delta_2$ if $\forall \sigma, \Delta_2 \in \text{Sol}$ for all equations $(s \equiv s') \in \Gamma, \sigma \equiv \sigma'$ for all $E \in \Delta_2$, and for all NCCs $(t, d) \in \Delta_3$: the constraint $(\sigma, d)$ holds, for all $(s \equiv s') \in \Gamma_p: \sigma$, $\sigma'$ satisfy the weak DVC, and for all equations $\text{env}_1 \equiv \text{env}_2 \equiv \text{env}_{3,4} \equiv \text{env}_{2,4} \sigma$.

Definition 5.2. Let $P = (\Gamma, \Delta_{P,1}, \Delta_{P,2}, \Delta_{P,3})$ be a letrec unification problem. We define the (perhaps infinite) set of output-unifiers $\Omega(P) = \{\sigma: \sigma \equiv \sigma' \}$. If there is an execution of UnifLRS that results in an accepted result $S = (\emptyset, (\Delta_1, \Delta_2, \Delta_3))$ (in particular, also the $\Delta_4$-satisfiability check (Definition 4.6) accepts $S$) and $\sigma$ solves $S$.

We will show for every letrec-unification problem $P$, that i) if $\sigma \in \Omega(P)$ implies that $\sigma$ is a solution of $P$ (soundness), and ii) if $\sigma$ is a solution of $P$ then $\sigma \in \Omega(P)$ (completeness).

Lemma 5.3.

1. The following occurrence restrictions are an invariant of the unification algorithm: Every variable $S$ of type $\text{Expr}$ occurs at most twice in $\Gamma$; every variable of kind $\text{Var}$
4. of context variables occurring in $\Gamma$ that are not in $\Delta$

We show that the well-founded lexicographic measure $m$ in $\text{letrec}\text{-}(\text{sub})-\text{expressions in } \Gamma$; $\mu_2$ is the number of bindings in environment equations in $\Gamma$; $\mu_3$ is the size of $\Gamma$; $\mu_4$ is the number of context variables occurring in $\Gamma$ that are not in $\Delta$; $\mu_5$ is the number of $E$-variables occurring in $\Gamma$ that are not in $\Delta$.

The first-order rules strictly decrease $\mu_1$ and do not increase $\mu_1, \mu_2$. The substitution $[\text{env}]$ does not increase the size, since $S$ occurs at most twice in $\Gamma$. The rule $(\text{env-b})$ does not change $\mu_1$ but strictly decreases $\mu_2$. The rules $(\text{env-E1}), (\text{env-E2}),$ and $(\text{env-\text{Ch}})$ do not increase $\mu_1, \mu_2$, but strictly decrease $\mu_3$, the rule $(\text{env-E3})$ strictly decreases $\mu_3$ by leaving all other $\mu_i$ unchanged. The rule $(\text{c1})$ does not increase $\mu_1, \mu_2, \mu_3$ and strictly decreases $\mu_4$. The rules $(\text{E2}), (\text{c4})$ strictly decrease $\mu_4$ (by not increasing $\mu_1, \mu_2$) and rule $(\text{c3})$ strictly decreases $\mu_1$. Due to the occurrence restrictions on unification variables, there is no proper duplication that can generate exponentially many symbols. Thus the intermediate growth of the data structure is polynomial in the input.

We prove several properties of constraint equations and their solvability, which will lead to a bound on the length of to-be-guessed chains in the $\Delta_i$-satisfiability check (Defi-
nition 4.6).

Now we prove that our final constraints have a decision algorithm for solvability, independent of the context class, where the complexity is also independent of the context class.

**Theorem 5.5.** If there is a solution $\sigma$ of the current state $(\text{Sol}, \Gamma, \Delta)$ and an equation $E_1, \ldots, E_n \equiv \text{Ch}^{K^c}[y, s] \in \Delta$ with $n > 1$, $n_1 := |\Delta_{2} \cap \{E_1, \ldots, E_n\}|$, and $n_2 := n - n_1$, then there is also a solution $\sigma'$ with $Z\sigma' = Z\sigma$ for all $Z \in UV(\Gamma) \setminus \{E_1, \ldots, E_n, \text{Ch}^{K^c}[\ldots]\}$, and that expands $\text{Ch}^{K^c}[\ldots]$ to at most $n_1^2 * (n_2 + 1) + n_2$ bindings.

Proof. Assume that there is a solution $\sigma$ of $(\Gamma, \Delta)$ that in-
stantiates $\text{Ch}^{K^c}[y, s]$ by a partial environment with $m$ bind-
ings where $m$ is minimal. W.l.o.g, we can assume that

\[ \text{Ch}^{K^c}[y, s] = b_1; \ldots; b_m \]

where $b_i = y_i.K_{m}[\var \, y_{i+1}]$ for $i = 1, \ldots, m - 1$ and $b_m = y_m.K_{m}[s_1]$, $y_1 = \sigma, s_1 = \sigma,$ and

$y_i$ for $i \geq 2$ are fresh variables, and where $K$ are ground contexts of context class $K$. Note that the assumption that $\sigma$ is a solution implies that the variables $y_{i+1}$ are not bound in the hole of $K_{m}[\ldots]$. W.l.o.g. $E_\text{sol} \subseteq \{b_i\},$ s.t. every $b_i$ occurs in exactly one $E_\text{sol}$. First we describe the operations that may shorten the chain of bindings, if $m \geq 3$. We will show that the NCCs are not violated by the operations. In the moment we do not take care of nonemptiness of $E_\text{sol}$, which will be done later in the proof.

1. If there are two indices $i < j$ with $j - i \geq 2$, and an index $k_0$, s.t. $b_1, b_j$ are bindings in the (same) $E_\text{sol}$, then let $\sigma'$ be the modification of $\sigma$ by removing the bindings $i$ with $i < i' < j$ as follows: $\text{Ch}^{K^c}[y, s] \sigma' := b_1; \ldots; b_i, b_{j+1}; \ldots, b_m$ where $b_i := y_i.K_{i}[\var \, y_{i}]$, s.t. $K_{i}'$ is a renamed version of $K_i$, where all bound variables are renamed by fresh variables; and where for all $k$: $E_k\sigma'$ is adapted from $E_k\sigma$ by eliminating the bindings $b_{k+1}, \ldots, b_{k-1}$, and $b_i$ is used instead of $b_i$. This solves the equation and the instantiation of $\text{Ch}^{K^c}[y, s]$ by $\sigma'$ is valid by construction. Note that the variables $y_{i+1}, \ldots, y_{j-1}$ may become unbound, which is not a problem, since the variables are chosen fresh.

Now we show that the NCCs remain satisfied. (For satisfaction of $\Delta_2$ and the conditions, see below.)

Let $(t, d) \in \Delta_3$. By assumption that $\sigma$ is a solution, $\text{Var}(t\sigma) \cap \text{CV}(d\sigma) = \emptyset$. We have to show $\text{Var}(t\sigma') \cap \text{CV}(d\sigma') = \emptyset$. The inclusion $\text{CV}(d\sigma') \subseteq \text{CV}(d\sigma)$ holds, since $\sigma'$ may remove binders (w.r.t. $\sigma$), but does not introduce new binder that may govern a hole of any context. This also holds for the renaming of $K_\text{sol}$, since the fresh binders cannot occur such that they govern a hole in context $d$. Thus it remains to show that $\text{Var}(t\sigma') \cap \text{CV}(d\sigma') \subseteq \text{Var}(t\sigma)$. The removal of bindings cannot add variables, and the renaming of $K_\text{sol}$ cannot add variables that are in $\text{CV}(d\sigma')$, hence we only have to look at the effects of the replacement $[y_i/y_{i+1}]$. For $y_j$ there is no change of containment in $\text{Var}(t\sigma')$ compared to $\text{Var}(t\sigma)$. Hence $\text{Var}(t\sigma') \cap \text{CV}(d\sigma') \subseteq \text{Var}(t\sigma)$, and $\sigma'$ does not provoke a new capture violation.

2. The second case is that $i + 1 = j$, i.e. two adjacent bind-
ings are in the instance of $E_\text{sol}$. Again $\sigma$ is changed into $\sigma'$. The bindings before the modification for $i, j$ are either $y_{i}.K_{i}[\var \, y_{i+1}]; y_{i+1}.K_{i+1}[\var \, y_{i+2}]$, or the bindings are $y_{i+1}.K_{i}[\var \, y_{i+1}]; y_{i+1}.K_{i}[s_{1}]$. They are re-
placed by $y_{i}.K_{i+1}[\var \, y_{i+2}]$, or $y_{i+1}.K_{i}[s_{1}]$, respec-
tively. Again, a NCC $(t, d)$ satisfied under $\sigma$ remains satisfied under the modification, since the inclusions $\text{CV}(d\sigma') \subseteq \text{CV}(d\sigma)$ and $\text{Var}(t\sigma') \subseteq \text{Var}(t\sigma)$ hold and since no new binders are introduced.

Now we take care of $\Delta_2$: Let us assume that there are strictly more than $n_1^2$ bindings in $\text{Ch}^{K^c}[y, s]$ that are covered by some $E_\text{sol} \in \Delta_2$. By a simple counting argument we see that there is some $E_j \in \Delta_2$ that covers at least $n_1 + 1$ bindings. If we write only the covering $E_j$ for every binding, then $E_j: M_1; E_j: M_2; \ldots; E_j: M_n$; $E_j$ re-
resents such a subchain, where $M_k \subseteq \{E_1, \ldots, E_n\} \cap \Delta_2$ with $E_j \notin M_k$ for all $k$. Now we can apply the removal oper-
ations above. By minimality of the number of bindings, we see that $M_1 \neq \emptyset$, since otherwise, the second removal oper-
operation can be applied. Furthermore, $M_k := \bigcup_{h \leq k} M_h$ must
Lemma 5.7. Let $E_1; \ldots; E_n \vdash Ch^k[y, s]$ be the equation, where $E_1, \ldots, E_n \in \Delta_2$ and $\{E_{i+1}, \ldots, E_{2n}\} \cap \Delta_2 = \emptyset$. Let us denote the sequence of instances of bindings and the instantiation of $E_i$ by the indices. Suppose the sequence is $1, n+1, 2, n+2, 3, \ldots, n+1, 2n$. It has length $n^2$, and an easy check exhibits that it cannot be shortened using the techniques given in the proofs of Theorem 5.5.

Proof. Clearly, the equation $E_1\rho; \ldots; E_n\rho \sim_{let} Ch^k[y, s]\rho$, and $\Delta_2$ are satisfied. Also, from $\sigma$ we can derive a solution $\sigma'$ of $S'$. Also the added NCCs in $\Delta_3$ are satisfied. Hence the state $S'$ cannot lead to a FAIL.

By inspecting all rules and the possibilities for $\Gamma, \Delta$ the following lemma holds:

Lemma 5.9. UnifLRS does not get stuck, i.e. unless $\Gamma = \emptyset$, there is an applicable rule.

Proposition 5.10. The unification algorithm is sound and complete.

Proof. For proving soundness, it suffices to show that a solution of the result of a unification step is also a solution of the start. This is standard for almost all rules. Special attention is required for the non-capture constraints: All rules properly inherit the non-capture constraints, thus the failure rules (4.9) will detect every such violation.

For proving completeness, let $s$ be a solution of the input problem $P$. We have to show that $s \in \Omega(P)$. It suffices to show that the unification rules do not lose any solutions. For the first-order rules, this is standard. The guessing rules for non-empty environments or contexts guess according to $s$. For the environment rules, if there is an explicit binding $b$, then the six possibilities are all covered: $b$ must be equal to something on the other side of the equation: (i) an explicit binding, (ii) part of an instance of an environment variable, (iii) the (only binding of an) $Ch^k$-chain, (iv) the prefix of an $Ch^k$-chain, (v) in the middle of an $Ch^k$-chain, (vi) the suffix of an $Ch^k$-chain. If there is no explicit binding in the environment equation, then there are rules to treat all the cases without losing solutions. For the context rules, all possibilities are covered by the non-deterministic rules and by the assumptions in Definition 4.5.

For the failure rules, it is also clear, that $s$ cannot be lost: Lemma 5.8 ensures that if the NCC is violated, then there is no solution after instantiating the state, and if the weak DVC check is violated, then it is also violated after instantiating the state, since variables $Z$ can only be instantiated by variables. The $\Delta_4$-satisfiability check (Definition 4.6) has an accepting execution in case there is a solution due to Theorem 5.5 and Lemma 5.7. Note that the test in Definition 4.6 does not require to test the NCCs generated in Lemma 5.7.

Lemma 5.11. If in an execution path, $\Gamma = \emptyset$ and no Failure rule is applicable, then the final data structure represents at least one solution of at most polynomial size.

Proof. This follows from the final $\Delta_4$-satisfiability check (see Definition 4.6) checking all constraint equations in $\Delta_4$ (see Theorem 5.5 and Lemma 5.7). Combine Sol and the guessed $s$ for all the constraint equations. Note that instantiating Sol does not lead to exponential size due to the occurrence restrictions. Then replace (consistently) unification variables $X, Y$ by fresh concrete variables $x, y$, unification variables $S$ by a constant (or, if not available, by $var x$, for a fresh variable) replace the remaining $E$-variables by a binding $x, var x$ for a fresh variable $x$, replace remaining $Ch^k[y, s]$ expressions by the environment containing only the binding $y, K_0, [s]$, where $K_0$ is a nontrivial context of $K$, where all bound variables in it are fresh ones; and replace the remaining context variables $D^{K_1}$ by $\emptyset$ if $D^{K_1} \notin \Delta_3$, otherwise by $K_3$, a nontrivial context of class $K_3$ where all variables in it are fresh ones. Then all constraints are satisfied and it is an instance of the representation in the output.
The non-deterministic algorithm UnifLRS is sound, complete, terminates, and produces final results that cover all solutions, and does not produce final results without solutions.

**Theorem 5.12**. The non-deterministic algorithm UnifLRS is correct and every run requires at most polynomial time. The determined version is a decision algorithm.

The letrec-unification problem is Graph-Isomorphism-hard for let-rec-expressions that do not contain Ch, E, S nor context variables, are closed, satisfy the (strong) DVC, and only a bijection between the bound variables has to be constructed, since extended α-equivalence of let-rec-expressions is Graph-Isomorphism-complete [16]. We show that our unification problem is NP-hard:

**Proposition 5.13.** The letrec-unification problem is NP-hard.

**Proof.** Let \( \{c_{i,1}, c_{i,2}, c_{i,3}\}, i = 1, \ldots, n \) be an instance of the MONOTONE ONE-IN-THREE-3-SAT-problem, where \( c_{i,j} \) are propositional variables. The problem to find a valuation that makes exactly one variable in every clause True, is NP-hard [13]. We encode every clause as an equation between two propositional variables. The problem to find a valuation that satisfies the (strong) DVC, and for each subexpression of the form

\[
(f \cdot t_1 \ldots t_{i-1} x_1 \ldots x_j y_1 \ldots y_n d[y_1] r_{i+1} \ldots r_m)
\]

generate an NCC \((y_1, g y_2 \ldots y_n, d)\) where \( g \) is a (new) function symbol of the appropriate operator arity.

**Figure 9:** Automatically computed capture constraints

- \( A[\text{app (letrec } E \text{ in } S_1) S_2] \rightarrow A[\text{letrec } E \text{ in } \text{app } S_1 S_2] \) with \( \Delta_1 = \emptyset, \Delta_2 = \{E\} \), \( \Delta_3 = \{(S_2, \text{letrec } E \text{ in } [])\} \)

- \( \text{letrec } E_1 \text{ in } A[\text{app (letrec } E_2 \text{ in } S_1) S_2] \rightarrow \text{letrec } E_1 \text{ in } A[\text{letrec } E_2 \text{ in } \text{app } S_1 S_2] \) with \( \Delta_1 = \emptyset, \Delta_2 = \{E_1, E_2\}, \Delta_3 = \{(S_2, \text{letrec } E_2 \text{ in } [])\} \)

- \( \text{letrec } E_1; \text{Ch}[Y, \text{app (letrec } E_2 \text{ in } S_1) S_2] \text{ in } A[\text{var } Y] \rightarrow \text{letrec } E_1; \text{Ch}[Y, \text{letrec } E_2 \text{ in } \text{app } S_1 S_2] \text{ in } A[\text{var } Y] \) with \( \Delta_1 = \emptyset, \Delta_2 = \{E_2\}, \Delta_3 = \{(S_2, \text{letrec } E_2 \text{ in } []), (\text{var } Y, A)\} \)

**Figure 10:** Encoding of rule (no,lapp) in LRSX-syntax by three rules

For all subexpressions of the following forms

1. \( \text{letrec } y.d[\text{var } y] \) \text{ env in } s
2. \( \text{letrec } y.s; \text{env in } d[\text{var } y] \)
3. \( \text{letrec } Ch.K[y.d[\text{var } y]]; \text{env in } s \)
4. \( \text{letrec } Ch.K[y,s]; \text{env in } d[\text{var } y] \)
5. \( \text{letrec } y.s; \text{env; } Ch.K[y',d[\text{var } y]] \) \text{ in } t
6. \( \text{letrec } Ch.K[y,s]; \text{env; } y'.d[\text{var } y] \) \text{ in } t
7. \( \text{letrec } y.s; \text{env; } y'.d[\text{var } y] \) \text{ in } t
8. \( \text{letrec } Ch.K[y',s]; \text{env; } Ch.K[y',d[\text{var } y]] \) \text{ in } t

By Theorem 5.4 unification can be performed in nondeterministic polynomial time, hence:

**Theorem 5.14.** The letrec unification problem is NP-complete.

6. IMPLEMENTATION

We implemented the meta-language LRSX and unification algorithm UnifLRS in Haskell\(^2\). The implementation is a bit more specific than the formal representation given in this paper, since only the context classes \( C, A, \) and \( T \) are built in (which are constructed by means of the operator arity and the strict positions of the function symbols), and for the environment chains only the context classes True and \( A \) are built in as a parameter. However, the implemented meta-language is capable to model the syntax, the reduction rules, and program transformations of \( L \text{\textsuperscript{need}} \) (see Fig. 1), and also the LR-calculus [20], which extends \( L \text{\textsuperscript{need}} \) by data constructors, case-expressions, and Haskell’s seq-operator. NCCs for occurrences of bound variables are added automatically to the input, by the rules shown in Fig. 9, where sometimes new function symbols are introduced to express the capture constraints, however, these new function symbols are hidden in the semantics (and do e.g. not influence the construction of contexts). Our implementation provides an input interface to define the calculus reductions and the program transformations in a separate file. We defined the calculus \( L \text{\textsuperscript{need}} \) as well as the calculus LR (where only data constructors for Booleans, lists, and pairs are defined). To

\(^2\)The implementation is available from http://www.ki.cs.uni-frankfurt.de/research/lrsx

capture the different kinds of reduction contexts used in normal order reduction, most of the reduction rules have several variants, also non-emptiness constraints and NCCs are included in the input e.g. the (no,lapp)-reduction is represented by the three rules shown in Fig. 10.

Using the implementation, we computed the overlaps between the left hand sides of normal order reductions with left as well as right hand sides of transformations applied in top-contexts (denoted by \( \bar{T}_{\rightarrow a} \) for transformation \( a \)). The overlaps with left hand sides are necessary to compute so-called forking diagrams, while the overlaps with right hand sides are required for so-called commuting diagrams. Overlapping transformations applied in top-contexts (instead of all contexts) is sufficient for a correctness proof, since a context lemma holds in \( L \text{\textsuperscript{need}} \) and LR. Fig. 11 shows the numbers of (general) unifiers that were obtained for the transformations (where the numbers are the sums of overlaps with all normal order rules) for \( L \text{\textsuperscript{need}} \) and for LR. The table shows that there are far more overlaps in LR than in \( L \text{\textsuperscript{need}} \) which stems from the fact that LR has an extended syntax and more reduction rules.

Ongoing work is to extend the implementation by a matching algorithm for LRSX-expressions and a treatment of α-renamings to perform normal order reduction and transformation automatically on the meta-expressions. A hurdle is that also these algorithms have to respect the noncapture-constraints as delivered by the solution of the unification algorithm when performing deduction steps. Having such an algorithm would enable us to join the found critical pairs and thus to produce (complete sets of) forking and commut-
<table>
<thead>
<tr>
<th>Transformation</th>
<th>Calculus $L_{\text{need}}$</th>
<th>Calculus LR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>forking</td>
<td>forking</td>
</tr>
<tr>
<td>(lbeta)</td>
<td>102</td>
<td>1987</td>
</tr>
<tr>
<td>(cp-in)</td>
<td>131</td>
<td>2642</td>
</tr>
<tr>
<td>(cp-e)</td>
<td>201</td>
<td>3616</td>
</tr>
<tr>
<td>(llet-in)</td>
<td>102</td>
<td>1908</td>
</tr>
<tr>
<td>(llet-e)</td>
<td>115</td>
<td>2236</td>
</tr>
<tr>
<td>(lapp)</td>
<td>102</td>
<td>1876</td>
</tr>
<tr>
<td>(cppx-in)</td>
<td>168</td>
<td>4082</td>
</tr>
<tr>
<td>(cppx-e)</td>
<td>421</td>
<td>9840</td>
</tr>
<tr>
<td>(xch)</td>
<td>181</td>
<td>2576</td>
</tr>
<tr>
<td>(gc1)</td>
<td>113</td>
<td>1988</td>
</tr>
<tr>
<td>(gc2)</td>
<td>105</td>
<td>247</td>
</tr>
<tr>
<td>$\sum$</td>
<td>1741</td>
<td>34319</td>
</tr>
</tbody>
</table>

Figure 11: Numbers of solutions of unifying $s \cong t$ (forking) and $s \cong t'$ (commuting) where $s \xrightarrow{no,a} s'$ and $t \xrightarrow{\beta,b} t'$, summed over all normal order rules (no, a) per transformation ($T, b$).

7. CONCLUSION

We described a higher order unification algorithm on a parameterized description of call-by-need program calculi and demonstrated its use in an application for reasoning in two different calculi. There is a high potential of transferring the method to other higher-order languages. The research will be continued by studying matching and reduction sequences and joining of diagrams. Further research could be applications to other call-by-need calculi and studying extensions.
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